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JPEG Compression

1. Video compression algorithms like H.264, 
which is common format on Youtube, share 
techniques found in JPEG compression.
2. Compression algorithms such as JPEG save 
servers Zettabytes of storage, resulting in billions 
of dollars in cost reduction.
3. JPEG is lossy compression

(A) RAW image 25M (B) JPEG image ~1M
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What does a lossy compression do?
JPEG goes through and analyzes each section 
of an image, finds and removes elements that 
human eyes cannot easily perceive.
JPEG allows users to set a 'quality' parameter

(A) RAW image 25M (B) JPEG image ~1M
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(A) Quality=12, size=872KB (B) Quality=5, size=80KB (C) Quality=1,size=32KB
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There are 5 stages in the JPEG compression 
algorithm:
1. Color Space Conversion
2. Chrominance Downsampling
3. Discrete Cosine Transform
4. Quantization
5. Run Length and Huffman Encoding

The reason why JPEG works:
- Human eyes are better at perceiving 
luminance (Ros), far less receptive at 
chrominance (Cones).
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There are 5 stages in the JPEG compression 
algorithm:
1. Color Space Conversion
2. Chrominance Downsampling
3. Discrete Cosine Transform
4. Quantization
5. Run Length and Huffman Encoding

Human Eyes are bad at seeing high frequency 
elements: good at seeing edges, outlines, but 
bad at distinguishing high-frequency color data 
such as single blades of grass, individual 
leaves, etc.
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There are 5 stages in the JPEG compression 
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2. Chrominance Downsampling
3. Discrete Cosine Transform
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Apply similar ideas to scientific data 
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Experiment
Raw Data Storage

There are 5 stages in the JPEG 
compression algorithm:
1. Color Space Conversion
2. Chrominance Downsampling
3. Discrete Cosine Transform
4. Quantization
5. Run Length and Huffman Encoding

Compressed Data

There are 4 stages in the SZ 
compression algorithm:
1. Prediction
2. Quantization
3. Huffman Encoding
4. Lossless Compression



The procedure of SZ compression 
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Prediction Methods
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(1) Lorenzo Prediction (2) Linear Regression Prediction



Prediction Methods

University of  Chicago Department of  Computer Science

(3) Interpolation Prediction



Quantization Methods
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(A) Multi-range Quantization (B) Single-range Quantization



Diverse Constraints in Scientific Data

❖ This thesis proposes five constraints and the goal is to increase compression ratio by dropping 
some information while still respecting constraints.

❖ Ideas to acheiving the goal given the five constraints
➢ (A) allows us to smoothen data by picking out irrelevant data;
➢ (B) is a simple but necessary requirement for post-hoc analysis
➢ (C)(D)(E) all allow us to lossen the error bound of a subset of the data
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Without cleaning the irrelevant 
data, the smoothness of data 
values will likely be distorted.

The irrelevant data constraint 
allows us to pick out them and 
use methods to substitute their 
value during compression so 
that we can deal with data with 
better continuity. 
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The global range constraint is 
quite necessary in some 
analysis but not supported by 
existing compressors.

Without preserving the global 
range, the generated heat map 
will look very different 
compared to the original data 
because during compression, 
some points will have values 
lower than the global minimum 
or higher than the maximum.  



Problem Formulation
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(A) and (B) are the actual constraints 
we need to comply.

(C) (D) (E) give the possibilities to 
vary the error bounds during 
compression.

This thesis is the first to address the 
possibilities to vary error bounds 
during error-bounded lossy 
compression by proposing three 
different approaches in different 
circumstances.



Some Challenges
❖ Challenges exclusive to varying error bound compression

➢ prediction methods like Linear Regression require blockwise compression. When the data 
are separated to blocks, if the neighboring blocks have different error bounds, the block 
boundary will be obvious, casuing artifacts in visualization results.

➢ quantization code is just an integer. Without careful design, the compression and 
decompression stage can easily desynchronize and cause compression error.

➢ to users, it is not always clear how to vary the error bounds.

❖ Solutions
➢ This thesis proposes using interpolation prediction without the requirement to build data 

blocks to solve the blockwise artifact problem.
➢ This thesis designs three algorithms to adapt to different use cases, and proposes a 

method to extract meaningful varying error bounds from the data. 
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How to vary the error bounds?
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Method 1: Multiple value intervals. 
Each has its own error bound. The 
compressor uses different error 
bound according to data value.
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Method 2: Multiple regions. Each region has its own 
error bound. The compressor uses different error bound 
according to data indexes.

Method 3: Bitmap. Each data point corresponds to a 
position in the bitmap. The compressor uses the 
designated error bound for each data point.



Evaluations
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All time evaluations are performed on 
Argonne Bebop Machine. There are 
664 nodes in the cluster, each having 
36 cores with 128GB DDR4 memory. 
This cluster uses Intel Xeon 
E5-2695v4 CPU.

Compression

Decompression

Data



Isolating Irrelevant Data
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This thesis uses either zero or Lorenzo predicted data 
to substitute the irrelevant data and uses either one 
quantization bin or a bitmap to record the indexes of the 
irrelevant data.



Multiple Value Interval
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QMCPACK data



Multiple Value Interval
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Miranda data



Multiple Regions
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Compression Time Compression
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Extract Irregular Regions from data
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In some datasets, geospatial information can 
be mapped from data indexes.

Land and ocean naturally may have different 
scientific significance and we can extract 
such information from the data and build a 
bitmap to set different error bounds to each 
part.

Users do not need to set the error bounds 
themselves in this scenario.
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Scalability Test
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Summary

❖ Multi-interval/region error-bound-based compression can significantly improve the 
visual quality for users with the same or even higher compression ratios.

❖ Evaluation for the bitmap-based solution shows that the cost to satisfying a 
customized complex region requirement is acceptable and the proposed solution 
can possibly be generalized to suit all kinds of fine-grained error bound settings.

❖ Experiments on a supercomputer - Argonne Bebop with up to 3500+ cores show 
that the proposed multi-precision lossy compressors have a very good scalability.
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Future Work

❖ Predict the (de)compression time
➢ Using machine learning algorithms to predict the (de)compression time on a specific machine.
➢ The main challenge is to extract effective features from data in a short amount of time. 

❖ Predict the compression ratio
➢ Using some mathematical deduction to estimate the prediction accuracy, quantization bin 

distribution, and huffman coding size to predict the compression ratio.

❖ If compression time and ratio can be relatively accurately predicted, it is possible to 
design efficient methods to transfer data.
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Thank you!

yuanjian@uchicago.edu

Questions?


